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Abstract—The real-time and in-situ monitoring capability in
oil reservoirs is highly desired to increase the current recovery
factor of crude oil and natural gas. To this end, the wireless
sensor networks (WSNs) are envisioned to be deployed deep
inside oil reservoirs to collect and report the physical and
chemical information in real time. However, none of the existing
wireless communication and networking technologies can support
WSNs in oil reservoirs due to the very challenging environment
and the extremely small device size. To address the problem,
this paper proposes a new self-contained micro wireless sensor
network framework based on the Magnetic Induction (MI)
technique, which can enable the real-time and in-situ monitoring
in oil reservoirs. Rigorous analytical models are developed to
characterize the oil reservoir channel for both MI communication
and energy transfer, which confirm the feasibility of the proposed
self-contained sensor network framework. To enhance the sys-
tem efficiency and reliability, high-permeability proppants are
injected in the hydraulic fracture to increase mutual induction;
while the tri-directional MI coil antenna is designed to achieve
omnidirectional coverage. The theoretical models and numerical
results are validated by the widely used finite element simulation
software COMSOL Multiphysics.

Index Terms—Channel modeling, oil reservoirs, Magnetic
Induction (MI) communications, wireless sensor networks, self
contained, wireless energy transfer.

I. Introduction

CURRENTLY the crude oil and natural gas provide more
than 50% share of the total global energy consumption.

However, the oil reserve is diminishing faster and faster due to
the increasing energy demands all over the world. Meanwhile,
the current achievable oil recovery rate, i.e. the ratio of
recoverable oil to the total oil in the reservoirs, is less than
60% even using the latest extraction technologies [2], which
aggravates the global energy crisis. Hence, to guarantee the
global energy security, it is of great importance to increase
the current oil recovery factor.

Increasing recovery factor requires optimally developing the
oil/gas fields and optimally managing the recovery process,
which necessitates the real-time and high resolution physi-
cal/chemical information throughout the whole oil reservoirs,
such as pressure, temperature, and fluid type. Better under-
standing of such information in oil reservoirs can significantly
increase the recovery factor. For instance, during the recovery
process, water is injected into the oil reservoir to maintain the
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pressure. On the one hand, if the injected pressure is too low,
the oil cannot be effectively extracted. On the other hand,
if the pressure is too high, the reservoir can be destroyed.
Hence, by deriving the real-time pressure information inside
oil reservoirs, the water injection can be optimally managed
and the oil recovery factor is envisioned to be increased by
15%-25% [3].

However, to date, no existing technology can provide the
real-time and in-situ monitoring capability inside oil reservoirs
[4], [5]. The accuracy of remote monitoring [6], [7] are far
from satisfactory, while the intra-wellbore monitoring systems
[8] cannot derive the measurements deep inside the oil reser-
voirs.

A natural idea to collect the accurate real-time information
is to utilize the wireless sensor network (WSN) paradigm [9],
where wireless sensors are deployed throughout the whole oil
reservoir. Such kind of in-situ and direct measuring techniques
have drawn increasing attention from the industry and research
community. Currently, most of the efforts have been put
towards the development of the sensors that are small and
strong enough for the deep oil reservoir monitoring [2]. This
kind of micro wireless sensor motes have been successfully
injected into oil reservoirs [10].

However, it is still unknown how to continuously report the
measurements from the micro wireless sensors deep inside
oil reservoirs in real time. Existing wireless communication
and networking solutions do not support WSNs in the oil
reservoirs. Specifically, Fig. 1 shows the typical oil reservoir
environment and the oil extraction process, where a wellbore
is drilled to the underground oil reservoirs at the depth of
around 6,000 ft. The hydraulic fracturing process using high
pressure fluid to open several long but very narrow fractures
growing from the wellbore to the targeted rock formations, so
that the oil and natural gas can be extracted. The length of
the fracture can reach up to 100 m; while the typical width
and height of the fracture are 0.01 m and 1 m, respectively.
Since the WSN is envisioned to be deployed in the fractures
during the hydraulic fracturing process, the following research
challenges are imposed to the existing wireless communication
and networking solutions:
• Extremely high path loss in oil reservoirs: Since the oil

reservoirs consist of crude oil, gas, soil and rocks, and
other injected fluids, electromagnetic (EM) waves expe-
rience significant material absorptions. Consequently, the
path loss in the oil reservoir is extremely high.

• Infeasibility in radiating wireless signals: Due to the very
narrow fracture, the size of wireless sensors should be no
larger than 1 cm. Consequently, the antenna on the sensor
node can only radiate EM waves with a frequency of
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Fig. 1. The structure of oil reservoir and the system architecture of the MI-based wireless sensor network.

hundreds of GHz or even several THz. The propagation
of such high frequency signals in the oil reservoirs is
extremely difficult [11].

• Prohibitively short system lifetime: Similarly, due to the
size limitation, the capacity of the battery on the wireless
sensor is extremely small. The small battery cannot
power the device for a long enough operating period,
which causes a prohibitively short system lifetime of the
wireless sensor networks in oil reservoirs.

To address the above research challenges, in this paper, we
propose a new self-contained micro wireless sensor network
framework based on the Magnetic Induction (MI) technique
[12], which enables the in-situ, real-time, and long system-
lifetime monitoring in the harsh oil reservoir environments.
Specifically, instead of using EM waves and the dipole
antenna, the micro sensor nodes use MI coil antenna to
generate and receive the wireless signals through the magnetic
coupling. The near field of the magnetic field generated by the
micro MI coil can penetrate the high loss oil reservoir channel
more efficiently, which is utilized to realize the wireless
communication. Moreover, the MI technique can be utilized
for wireless energy transfer [13]. Here, We use the dipole
antenna to wirelessly power the micro sensor nodes deep
inside oil reservoirs.

It should be noted that, wireless communication in chal-
lenging environments, especially in underwater, have been
extensively explored. However, the results cannot be applied
to the oil reservoir environment due to the following reasons.
Firstly, the highly confined space can significantly affect the
field distribution, which leads to very complicated channel
characteristics in oil reservoir. Moreover, most underwater
communication system utilizes acoustic waves, which is differ-
ent from the magnetic induction. Secondly, we can artificially
modify the electromagnetic properties of the signal propaga-
tion medium in the oil reservoirs. Thirdly, the power issue
is much more critical for the sensors in oil reservoir. For the
sensors in oil reservoir, once they are injected into the fracture,
there is no way to replace them. Thus we need to design self-
contained sensor network.

Generally, our contributions in this paper are summarized
as follows:

1) We for the first time propose a self-contained wire-
less sensor network framework that can work in the
extremely small and harsh fracture environments deep

inside oil reservoirs. To date, this is the only possible
solution to realize the real-time and in-situ monitoring
in oil reservoirs. Through theoretical modeling and
simulation validation, we show the proposed real-time
monitoring capability can reach at least 40 m inside the
fractures in oil reservoirs while the interval between the
millimeter-scale sensor nodes can be as large as 1 m.

2) We develop rigorous analytical models to characterize
the signal and energy propagations in the hydraulic
fractures in oil reservoirs, which lays the theoretical
foundation for both the MI communication and the
wireless energy transfer in the proposed self-contained
wireless sensor network framework.

3) Based on the channel models, we design two enhance-
ment strategies to further improve the efficiency and
reliability of the proposed oil reservoir sensor network,
including 1). injecting high-permeability proppants in
the hydraulic fracture to increase mutual induction; and
2). employing the tri-directional MI coil antenna to
achieve omnidirectional coverage.

The remainder of this paper is organized as follows. The
proposed oil reservoir wireless sensor network framework is
introduced in Section II. Next, in Section III, the analytical
channel models in the fracture environments in oil reservoirs
are developed. The simulation and numerical results are also
discussed to validate the theoretical model and to guide
optimal system designs. After that, in Section IV, the energy
consumption and transfer model of the whole sensor network
system is developed based on the derived channel models.
Then the optimal system parameters are determined and the
self-contained property of the proposed framework is proved.
Finally, this paper is concluded in Section V.

II. System Architecture and Operational Framework

The two-layer system architecture of the MI-based sensor
network is illustrated in Fig. 1:

• The micro wireless sensors in the oil reservoir fracture
form the first layer. They are injected into the fracture
during the hydraulic fracturing process. The sensor nodes
equipped with tri-directional coil antenna are tethered
by a thin thread to control their positions. As a result,
the positions of the sensors are approximately uniform
and linear inside the fracture. However, the orientation
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of the coils cannot be controlled. At the end of the
hydraulic fracturing process, proppants are injected to
prevent the fracture from collapsing [4], which can also
fix the positions of the sensors inside the fracture. The
wireless sensor nodes have no power source but can be
wirelessly charged by the radiation of the large dipole
antenna inside the wellbore. What’s more, the MI sensor
nodes are wirelessly connected to each other by the MI
communication mechanism.

• The base station forms the second layer. It consists of a
large dipole antenna at the wellbore and an aboveground
gateway. Since dipole antenna has high transmission
power, it can use MHz frequency EM wave signals
and effectively transfer both the information and energy
through the oil reservoir medium to the micro MI sensor
nodes inside the fracture.

Noted that, the thread tethering the sensors can also be used
for energy transfer and communications. However, in the harsh
oil reservoir environments, the thin threads are prone to fail.
If the system only depends on the threads to get power and
communicate, a break at any point along the thread can cause
the whole system fail. Therefore, although the final product
of the oil reservoir sensor network can be a hybrid wired and
wireless system, this paper focuses on the wireless techniques,
since many existing techniques can realize the wired energy
transfer and communications but the research on wireless
systems in oil reservoir is still a void so far.

Based on the system architecture, a three-phase operational
framework is proposed as follows:

• In the first phase, the base station uses the large dipole
antenna to radiate energy into the fracture and activate
the micro wireless sensors using the inductive charging
technique. Then the base station sends a data request
to one or a group of selected sensor nodes using the
MI communication mechanism, which forms the one-
hop downlink channel. In the next section, we propose to
add high permeability (high-μ) additive to the proppants,
which can greatly enhance the magnetic coupling so that
the performance of wireless communications and energy
transfer in the oil reservoir fractures can be improved.

• In the second phase, the passive wireless sensors in the
fracture are activated by the magnetic field radiated by
the large dipole antenna of the base station. After the
sensors obtaining enough energy, they start to measure
the physical reservoir properties such as pressure, tem-
perature, oil saturation, fluid type, among others. Then
the sensors send the sensing results back to the base
station, which forms the uplink channel. Since the size
of the sensor node is very small and has no power
source, it is impossible to send the measurements back
to the base station in one hop. Therefore, the micro
sensor nodes utilize the MI communication mechanism to
transmit the measurements to the nearest neighbor node.
By the consecutive relaying, the uplink with a multi-hop
transmission route is formed to transmit the data back
to the base station. Moreover, to enhance the system
reliability, we employed the tri-directional coil antenna
on each sensor to achieve omnidirectional coverage.
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• In the third phase, the base station receives the sensing
results from all the selected sensors in the fractures.
Then the base station forwards the data through the
aboveground gateway to the remote administration center
via terrestrial wireless communication techniques, such as
satellite and cellular networks.

III. ChannelModeling in Oil Reservoirs

The major objective of this paper is to prove the feasibility
and the effectiveness of the oil reservoir wireless sensor
network framework proposed in Section II. To this end, we
investigate 1). the wireless channel in oil reservoirs for both
MI communications and energy transfer in this section, and
2). the energy consumption and transfer model of the entire
sensor network system in the next section.

The proposed oil reservoir sensor network system consists
of two types of channels: 1) the down link channel from the
large dipole on the base station to the micro MI coils on the
sensor nodes, which is used to transfer energy and transmit
data request from the base station to the sensor nodes, as
shown in Fig. 2(a); and 2) the uplink channel between MI
coils on two adjacent sensors, which is used to send and relay
the measurement data from the sensor nodes to the base station
in the multi-hop fashion, as shown in Fig. 2(b). It should be
noted that the channel analysis on the last hop in the uplink,
i.e. the channel from the last coil to the dipole antenna, is
neglected. Since once the data is relayed to a coil which is
close to the dipole antenna, it is easy to accomplish the last
step and the analysis is trivial. Hence, in the rest part of this
section, we concentrate on the two important channels: the
channel between dipole and coil, and the channel between
two coils. First, we develop the analytical models for the
two important channels in the high-μ fracture environment,
which shows that the high-μ proppants can indeed help the
wireless communications. Then, the theoretical models are
validated by the Comsol Multiphysics-based simulations. The
unique oil reservoir channel characteristics are also discussed
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based on the numerical and simulation results. Finally, the tri-
directional coil antenna is proposed and analyzed to enhance
the reliability of the proposed MI communications and energy
transfer in oil reservoirs.

A. Modeling Downlink Channel

No matter in the downlink channel or in the uplink channel,
the orientation of the coil antenna on each sensor node is
highly random. Hence, it is important to model the effects
of the coil with random orientations. In the rest sections of
this paper, we use a normal vector n to denote the orientation
of the coil. The way to analytically derive the normal vector
is explained in the Appendix. As shown in Fig. 3, the
coordination of the system is set as follows. The origin is
the midpoint of the dipole antenna. The width of the fracture
is x axis, the length of the fracture is y axis, and the height
of the fracture is z axis. The center of the coil is denoted
by (d, θ, φ). The orientation of the coil is expressed by two
angles (θ′, φ′). θ and θ′ are the polar angles and φ and φ′ are
the azimuthal angles, as shown in Fig. 3. For example, when
the axis of the coil is parallel with y axis, the orientation of
such coil is determined by θ′ = 0 and φ′ = 0.

In the downlink channel, the large dipole antenna generates
an EM field in MHz frequency range and utilizes this field to
transfer energy and transmit data signal to the micro sensor
nodes in the fracture. In this subsection, we first analyze the
distribution of the magnetic field in the fracture. Then based
on the magnetic field distribution, the channel path loss is
derived.

1) Effective permeability in oil reservoir: Before deriving
the channel model, we briefly introduce the way to increase
the effective permeability in oil reservoirs. Firstly, we add
high-μ material, i.e. ferrite, into the proppant to increase its
effective permeability. Then, the high-μ proppants are injected
into the fracture during the hydraulic process to create the
high-μ environment.

According to the Effective Medium Theory [14], the effec-
tive parameter of a mixture can be expressed as

N∑
i=1

fi
μi − μe f f

μi + 2μe f f
= 0, (1)

where μe f f is the effective permeability, N is the number
of the materials in the mixture. The volume fraction of the
ith material fi is subjected to

∑N
i=1 fi = 1. As shown in

the equation, the effective permeability is determined by the
permeability of each additive and its volume fraction. Ferrites
are non-conductive ferrimagnetic ceramic compounds. The
permeability of the ferrites can be higher than 600 μ0. Cur-
rently, ceramic proppants are widely used in the oil industry.
Thus, we can manipulate the volume fraction of the ferrites
in proppants to get the expected effective permeability. If we
assume the original permeability of the proppants is μ0, and
we add ferrites with permeability 600 μ0 into the proppants,
the relation between the volume fraction of the additive and
the effective permeability of the proppants is shown in Fig.
4. As presented in the figure, even the volume fraction of the
ferrites is less than half, we can easily get more than 100 μ0.
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Then proppants are injected into the fractures. The trans-
mission medium in the fracture is filled with crude oil, gas,
injected fluids, among others. Since these components have
different dielectric properties, the environment is inhomoge-
neous for the EM field. To address this problem, we utilize
the EMT again to find the effective dielectric parameters of
the fracture medium. The prerequisite to use this theory here
is that the wavelength should be much larger than the size of
the component. Since the operating frequency of the proposed
system is around 10 MHz and the size of the components of
the fracture medium in the oil reservoir is much smaller than
0.01 cm, the EMT can be well applied in the oil reservoir
environments. Then, the environment can be modeled as
homogeneous for the EM field. Since the proppants accounts
for more than half of the space in the fracure, and their
permeability can be adjusted by changing the volume fraction
of the ferrites, we can get the desired effective permeability
in the fracture.

2) Magnetic field distribution in downlink: Due to the high-
μ additive and the complicated environment, the dielectric
properties inside and outside the fracture are dramatically dif-
ferent. Thus, the EM field experiences significant reflections.
In this paper, the image theory [15] is used to analyze the
reflections. We assume the effective permeability, permittivity
and conductivity inside the fracture are μ1, ε1, and σ1, respec-
tively, while the soil and rocks outside the fracture have the
effective permeability μ2, permittivity ε2, and conductivity σ2.
The length, input current, and input resistance of the dipole
antenna are l, I0, and Ri, respectively. The radius, resistance,
and number of turns of the coil are r, Rc, and N, respectively.
According to the antenna theory [16] and the analysis of
conductive medium loss [17], the magnetic field around the
antenna is given by:

H = aφ · kI0l sin θ
4πd

·
[

1
kd
+ j

]
· e− jkd−d/δ , (2)

where d is the distance; k is the wavenumber;
δ is the skin depth, which is given by δ =

1/(ω
√
με/2(

√
1 + σ2/(ω2ε2) − 1)), where ω is the angular

frequency.
To apply the image theory to characterize the reflections,

the boundary conditions between the inside and outside of the
fracture need to be investigated. Since the sensor nodes are
injected in the middle of the fracture, the top and the bottom
boundaries are too far away from the sensor nodes compared
with the left and the right boundaries. Therefore, we only
consider the left and the right boundaries. Moreover, as shown
in Fig. 5(a), the magnetic field generated by the electrical
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antenna only has Hφ and the direction of the magnetic field
surrounds the dipole antenna is a circle. In Fig. 5(a), the
magnetic field first penetrates the Boundary II. Then it is
reflected by Boundary I. Thus, for Boundary I, the magnetic
field is from inside to outside and for Boundary II, the
direction is reversed. As a result, they have different boundary
conditions that need separate analysis.

a) Boundary conditions I: As shown in Fig. 5(b), we
assume the source is located at the middle of the fracture.
For the boundary +0 (which is Boundary I in Fig. 5(a)), the
original source has two images: one is (a, 1) on the other side
of the boundary +0 and the other one is at the same position as
the original source. Since only the source and the image (a, 1)
determine the magnetic field in the fracture, we only show
them in Fig. 5(b). In addition, due to the existence of the
boundary −0 (which is Boundary II in Fig. 5(a)), the image
(a, 1) acts as a new source and create a new image (a, 2).
So on and so forth, infinity number of images are created. It
should be noted that reflection can change the direction of the
magnetic field. As a result, the magnetic fields generated by
images have opposite direction to their sources.

Now, we have H0 and HR inside the fracture and H1 and
HT outside the fracture. H0 and H1 are the magnetic fields
generated by the dipole antenna without any reflection and
transmission. HR and HT are the magnetic fields created by
the reflection and transmission on Boundary I. The fields
at the two sides of the boundary follows the relationship
defined by Maxwell equations. We utilize the property that
the tangential component of the magnetic field H is continuous
and the normal component of the magnetic flux density B is
continuous. Therefore,⎧⎪⎪⎨⎪⎪⎩

(H0 +HR) · t = (H1 +HT ) · t
μ1 (H0 +HR) · n = μ2 (H1 +HT ) · n . (3)

where t is the tangential vector, and n is normal vector.
According to the definition of the image, all the magnetic
fields of the images have the same form. The differences are
the dielectric properties of the medium, the input current and
the distance. By substituting (2) into (3), we can find the input
current of HR, which is:

IR =
μ1 − μ2

μ1 + μ2
I0 . (4)

For the nth reflection, the input current of the image is:

IRn =

(
μ1 − μ2

μ1 + μ2

)n

I0 . (5)

b) Boundary conditions II: For Boundary II, since the
direction of the magnetic field is from outside to inside, we
need to consider the transmitted portion of the magnetic field.
According to the image theory, one image is located at the
same position as the source and the other one is outside the
fracture. In this case only the image at the same position as
the source can influence the magnetic field distribution in the
fracture and it is denoted by the triangular (b, 1) in Fig. 5(b).
Similarly, image (b, 1) can act as a source and create a new
image (b, 2), which means the transmitted magnetic field from
outside of the fracture is reflected by the boundary +0. Then,
the situation is the same as the analysis of Boundary Condition

I. Similarly, we can obtain the input current of image (b, 1),
which is:

IT �
(

2μ2k2

(μ1 + μ2)k1
ed/δ1−d/δ2 − 1

)
I0 . (6)

The input current of the nth image caused by reflections is

ITn �
(

2μ2k2

(μ1 + μ2)k1
ed/δ1−d/δ2 − 1

) (
μ1 − μ2

μ1 + μ2

)n−1

I0 (7)

c) Magnetic field in the fracture: The magnetic field
at any point inside the fracture is the superposition of the
magnetic fields of the original dipole antenna and all the
images. The position of each image is defined by Fig. 5(b)
and the input current of each image is given by (5) and (7).
So the magnetic field is:

H �
∞∑

n=0

aφn
I0l sin θn

2πdn

μ2k2

(μ1 + μ2)

·
(
μ1 − μ2

μ1 + μ2

)n [ 1
k1dn

+ j

]
e−dn/δ2− jk1dn .

(8)

3) Path loss for downlink channel: The received power
at a sensor node is determined by two factors: the magnetic
filed derived from (8), and the orientation of the MI coil on
the sensor, which is expressed as the normal vector n of the
coil that is derived in the Appendix. After deriving these two
factors, the electromotive force at the receiving coil can be
calculated by:

em f = N
dB
dt
· Scoil � Nμ1πr

2 d
dt

H · n . (9)

Then, the maximum received power with matched load at the
receiving coil is calculated by:

PRX,d2c =
1
2

( |em f |
2Rc

)2

· Rc =
|em f |2

8Rc
. (10)

After that, by substituting (8) in (9), the received power in
(10) can be obtained.

Meanwhile, the transmission power at the dipole antenna
is:

PT X,d2c =
1
2

I2
0Ri . (11)

Then, the path loss of the downlink channel can be calculated
based on (10) and (11):

Ld2c
p � −10lg

(
PRX,d2c

PT X,d2c

)
� −10lg

⎧⎪⎨⎪⎩ N2ω2r4l2μ2
1μ

2
2k2

2

16RcRi(μ1 + μ2)2∣∣∣∣∣∣∣
∞∑

n=0

sin θn
dn

(
μ1 − μ2

μ1 + μ2

)n [ 1
k1dn

+ j

]
e−dn/δ2aφn · n

∣∣∣∣∣∣∣
2
⎫⎪⎪⎪⎬⎪⎪⎪⎭ .

(12)

Due to the narrow fracture, all the images are close to each
other. Moreover, the magnetic field strength of high order
images becomes very weak after many times of reflections.
Therefore, we can assume that all the images are at the same
position and have the same magnetic field direction as the
source. However, the sign of the magnetic field strength should
be different between the image and its source, i.e. if the source
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is positive, the image should be negative. As a result, the path
loss for downlink channel (12) can be simplified as:

Ld2c
p � −10lg

⎧⎪⎪⎨⎪⎪⎩
N2ω2μ2

2l2r4k2
2 sin2 θ

64RcRid2

⎡⎢⎢⎢⎢⎣ 1

k2
1d2
+ 1

⎤⎥⎥⎥⎥⎦ e−2d/δ2

⎫⎪⎪⎬⎪⎪⎭ .
(13)

B. Modeling Uplink Channel

In the uplink channel, the sensor nodes utilize the MI
communication mechanism to send the measurement data
back to the base station. A multi-hop route is formed from
the transmitter sensor nodes to the dipole antenna through
the intermediate relay sensor nodes. In this subsection, the
magnetic field generated by a coil is first investigated. Then,
the path loss of the uplink channel is calculated.

1) Magnetic field distribution in uplink: The small coil can
be modeled as a magnetic dipole. Hence, the magnetic field
around it can be calculated by [15]:

H0 � NI0r2

4

(
ar

2
d3

cos θ + aθ
1
d3

sin θ

)
e− jωt−d/δ . (14)

In this paper, we only consider the near filed of a coil since
the envisioned communication range here is much smaller
than the wavelength of the signal. Similar to the analysis
on downlink channel, we use the image method and setup
the images for the source, as shown in Fig. 5(b). The image
settings are exactly the same as in the downlink case. However,
for the boundary conditions, there is no other magnetic fields
outside the fracture, except for the transmitted field of the
magnetic dipole, i.e. there is no H1 and H2 outside the fracture
since the dipole antenna is not working when the sensor
nodes are communicating with each other. In this case, the
two boundaries have the same situation. Therefore, the input
current of the nth coil image is given by:

IRn �
(
μ1 − μ2

μ1 + μ2

)n

I0 . (15)

For each reflection, there are two images located outside
the fracture. Here we use Hni to denote the magnetic filed
generated by the image, where n is the nth reflection and i is
the image generated by the ith boundary. Then, the magnetic
field in the fracture is:

H = H0 +

∞∑
n=1

2∑
i=1

Hni . (16)

Different from the dipole antenna, the transmitting coil
can have arbitrary orientation, as discussed previously. This
arbitrary orientation is identified by the normal vector n given
in the Appendix. Since we know the center of the coil, then
for any point in the fracture, we can find an unit vector whose
direction is from the center of the coil to the point and it is
denoted by ar. By utilizing ar and the normal vector n of
the coil, we can obtain θ and aθ. Then, the magnetic field in
uplink given in (16) can be further developed as:

H � NI0r2

4

⎡⎢⎢⎢⎢⎣
⎛⎜⎜⎜⎜⎝ar0

2 cos θ0
d3

0

+ aθ0
sin θ0

d3
0

⎞⎟⎟⎟⎟⎠ e− jωt0−d0/δ1

+

∞∑
n=1

2∑
i=1

(
u1 − u2

u1 + u2

)n ⎛⎜⎜⎜⎜⎝arni

2 cos θni

d3
ni

+ aθni

sin θni

d3
ni

⎞⎟⎟⎟⎟⎠ e− jωtni−dni/δ1

⎤⎥⎥⎥⎥⎥⎥⎦ .
(17)

2) Path loss for uplink channel: The mutual induction be-
tween two unidirectional coils can be approximately expressed
as:

M � NΦ
I0
� Nμ1πr2|H · n|

I0
, (18)

where n is the normal vector of the receiving coil given in the
Appendix. The path loss of the MI communication between
the two MI transceivers can be expressed as:

Lc2c
p � −10lg

⎡⎢⎢⎢⎢⎢⎢⎣ ω2 M2

2Rc

(
Rc +

ω2 M2

Rc

)
⎤⎥⎥⎥⎥⎥⎥⎦ . (19)

Then by substituting (18) into (19), the path loss of the uplink
channel between two MI coils in the oil reservoir is derived.

C. Simulation Validation and Channel Characteristics in Oil
Reservoirs

So far, the theoretical models for downlink channel and
uplink channel have been developed in the previous two
subsections. In this subsection, we first utilize the Comsol
Multiphysics to simulate the magnetic field distribution in
the fracture to validate the theoretical models. Then, the
channel characteristics in oil reservoirs are discussed based on
the theoretical and simulation results. The default parameters
are set as follows. The permeability of the soil and rock is
similar to that of air, i.e. μ2 = μ0 = 4π × 10−7 H/m. The
effective permeability inside the fracture is μ1 = 20μ0 due
to the injected high-μ proppants. This effective permeability
can be controlled by the material used to produce the high-
μ proppants, according to the EMT [14]. In Section IV, we
discuss the way to find the optimal μ1.

The permittivity of the soil and rock is set to be ε2 = 2ε0
(sand and clay mixture) while the effective permittivity inside
the fracture is set to be ε1 = 3.5ε0 (crude oil), where ε0 is the
permittivity of the air. Since the injected water accounts for
a very small portion in the fracture, according to the EMT,
the effective conductivity is very low. We set the conductivity
inside the fracture is σ1 = 10−4 S/m, while the conductivity
outside the fracture is set to be σ2 = 0.001 S/m. A 20 m
long base station dipole antenna is used with the transmission
power of 5 KW. The input resistance is Ri = 75Ω. The
operating frequency is 10 MHz for both the dipole antenna
and the coils. The coils have the radius of 5 mm and the
number of turns is 10. The coil resistance is Rc = 0.2 Ω.

The simulation model in Comsol Multiphysics for downlink
channel is shown in Fig. 6(a). In this model we set the length
of the fracture is 20 m and use Perfectly Matched Layer
(PML) in order to limit the modeling domain to save time and
computational resources. PML can absorb all the propagating
waves and mimic the real unbounded environment. All the
inner boundaries are set as default which is the real situation
in reality. The width and height of the fracture are 0.01 m
and 1 m respectively. The dielectric parameters are the same
as previous discussions. Fig. 6(b) compares the simulation
result with the theoretical result derived by (8), which shows
a very good match. Based on the distribution of the magnetic
field, the received power by a unidirectional coil that has ideal
orientation (planarly placed along the fracture) is shown in
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Fig. 6. Simulation of the downlink channel.
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(b) coil axis is x-direction.
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Fig. 7. Simulation of the uplink channel.

Fig. 6(c). The received power at 40 m away from the dipole
antenna can be around -60 dBm, which is possible to charge
the ultra-low power wireless sensors operating at several micro
watts.

The Comsol simulation model for uplink channel is shown
in Fig. 7(a). The geometric and electromagnetic parameters
are the same as before. The current in the coil is 1 A. The
radius of the coil is 0.005 m and the size of the fracture is
the same as the simulation for the downlink channel. Here we
use relatively large geometry for soil and rocks outside the
fracture to reduce the effect of reflection from the boundaries
of the model. Since the orientation of the coil is random,
we provide the magnetic fields generated by three different
unidirectional coils: the axis of the coil is x-direction Fig. 7(b),
the axis of the coil is y-direction Fig. 7(c), and the axis of the
coil is z-direction Fig. 7(d). All other orientations can be the
combinations of the above three orientations. As shown in Fig.
7, the theoretical results derived by (17) match the simulation
results very well.

The path loss between two unidirectional coils (both of
them are the z-direction coils) is shown in Fig. 8. Since the
wireless sensor nodes operate at ultra-low power mode, the
transmitted power is lower than -20 dBm. As a result, the
communication range cannot be arbitrarily long to guarantee
the receiver derive enough signal power to correctly receive
the data. According to Fig. 8, a 1 m transmission distance can
be achieved for two adjacent micro sensors in the uplink if we
requires the path loss less than 50 dB (i.e. the received power
is higher -80 dBm).

In the proposed MI-based wireless sensor network, both the
uplink channel and downlink channel are based on magnetic

induction. Intuitively, if we increase the permeability, the
magnetic flux can be enhanced. Fig. 9 shows the effects of the
permeability on the path loss in the fracture. The observing
point is set at 5 m away from the dipole antenna (for the
downlink) and 1 m away from the transmitting coil (for the
uplink). In Fig. 9, the path loss of the uplink channel is in
inversely proportional to the permeability μ1. However, the
path loss of the downlink channel is almost a constant. The
reason behind this phenomenon is that the magnetic field of
the odd-numbered images of the dipole antenna have almost
opposite direction to the dipole antenna. Thus, if we increase
μ1, according to (5), the input current of the images will
increase, the negative effect will be stronger. Consequently,
the magnetic field should be smaller. For the magnetic flux,
the negative effect can be mitigated by the increasing of the
permeability μ1. As a result, the magnetic flux generated by
the dipole antenna is almost a constant and the path loss is
also a constant for different μ1. Moreover, in (13), it shows that
the path loss is not affected by μ1 when distance is relatively
large, which is consistent with the numerical analysis. For the
z-direction coil, since all the images can enhance the magnetic
filed and μ1 is increasing, the magnetic flux will increase.
Therefore, the high-μ proppant has no effect on the channel
between dipole antenna and coil, but it can significantly reduce
the path loss of the communication channel between coil and
coil. However, in Section IV, we find that μ1 cannot be too
high since it can also reduce the channel bandwidth. We show
that the optimal μ1 in our proposed system is around 20μ0 in
Section IV.
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Fig. 10. The downlink and uplink channel with tri-directional coil antenna.

D. Reliability Enhancement Using Tri-Directional Coil An-
tenna

According to the derived channel models, if the sensor node
uses the unidirectional coil antenna, the system performance is
very unreliable due to the uncontrollable coil orientations. To
solve the problem, we propose to utilize the tri-directional coil
antenna at the receiver, as shown in Fig. 10. The tri-directional
coil antenna consists of three coils that are perpendicular to
each other. This kind of coil antenna has been extensively
used in both wireless communication and wireless power
transmission [18], [19]. In particular, [20], [21], [22] use the
tri-directional coil antenna to transmit power and information
simultaneously. In this paper, we show that the sensor with
tri-directional coil antenna is an omnidirectional receiver and
the orientation almost has no effect on its performance.

1) Channel characteristics with tri-directional coil an-
tenna: For the tri-directional coil, since the three unidirec-
tional coils are orthogonal to each other, the received power
can be calculated by:

Ptri
RX = PRX1 + PRX2 + PRX3 , (20)

where PRXi is the power received by the ith unidirectional coil.
When the transmitter is the dipole antenna, we can use the path
loss of the downlink channel (13) to calculate Ptri

RX. Similarly,
when the transmitter is the coil, we can use the path loss of
uplink channel (19) to calculate Ptri

RX .
2) Performance evaluation: To prove the advantages of

the tri-directional coil antenna, we numerically compare the
performances of the systems using either unidirectional coil
or tri-directional coil in both downlink and uplink channel. In
the downlink, the distance between the dipole antenna and the
sensor is set to be 10 m. The orientation of the dipole antenna
is determined while the sensor node has arbitrary orientation.
In the uplink, the distance between the transmitter sensor and
the receiver sensor is set to be 1 m. As mentioned previously,
even the tri-directional coil is utilized. the transmitter sensor
only uses a single coil as the transmission antenna. Without
loss of generality, we assume the transmitter sensor uses a

coil that is the z-direction coil (for both the unidirectional
coil system and the tri-directional coil system). We vary the
orientations of the unidirectional coil and tri-directional coil by
changing θ′ and φ′. It should be noted that for tri-directional
coil, its orientation is denoted by one of the unidirectional
coils. Then the other two coils vary with the first one. Besides
the above parameters, all the other system configurations are
the same as previous sections.

When the receiver is the unidirectional coil, the path losses
with different antenna orientations in downlink and uplink are
shown in Fig. 11(a) and Fig. 12(a), respectively. In contrast,
when the receiver is the tri-directional coil, the path losses
with different antenna orientations in downlink and uplink are
given in Fig. 11(b) and Fig. 12(b), respectively. If we assume
the orientations of both tri-directional and unidirectional coils
are uniformly distributed, the CDFs (cumulative distribution
function) of the path loss distributions of the two types of
coil antennas in downlink and uplink are given in Fig. 11(c),
and Fig. 12(c), respectively. According to the results, the tri-
directional coil antenna has much lower path loss and more
reliable performance than the unidirectional coil when the
antenna deviates from its optimal orientation.

IV. EnergyModeling and Self-Contained System Analysis

Based on the derived channel models, in this section, we
show that the sensors deep inside oil reservoirs can utilize the
energy transferred from the large dipole to perform sensing
tasks and wirelessly transmit the measurements back to the
base station. Specifically, the energy transfer model and energy
consumption model for the proposed oil reservoir sensor
network system are first developed. In order to calculate
the transmitting/receiving time that is required by the energy
consumption model, the uplink channel capacity is derived to
obtain the achievable data rate. Then, based on the models,
the self-contained property of the proposed wireless sensor
network is validated by balancing the transferred energy and
the consumed energy.

A. Energy Transfer Model

The downlink channel that is discussed in the last section is
utilized here to realize the energy transfer. If the transmission
power is Pdipole

T X , the received power at the MI sensor node
is Pcoil

RX = Pdipole
T X · Ld2c

p (dd2c), where Ld2c
p (dd2c) is the path loss

of the downlink channel given in (13) and the transmission
distance is dd2c. Assuming the energy conversion rate at the
sensor node is η, the available power at the micro sensor node
is:

Psensor
avail (dd2c) = Pdipole

T X · Ld2c
p (dd2c) · η . (21)

Then the energy transferred to the sensor node (denoted as
node n) is Ern = Psensor

avail (dd2c)Tc, where Tc is the charging time.
An ultracapacitor with capacity Emax is utilized by each sensor
to store the energy. The sensors far away from the dipole
antenna require more time to receive enough energy than those
close to the dipole. However, since the sensor nodes that are
far from the dipole do not need to relay as many packets as the
sensor nodes near the dipole, they also requires less energy.
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(b) Path loss of tri-directional receiver.
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Fig. 11. Comparison between unidirectional coil and tri-directional coil in downlink channel.
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(b) Path loss of tri-directional receiver.
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Fig. 12. Comparison between unidirectional coil and tri-directional coil in uplink channel.

B. Energy Consumption Model

We select a widely used energy consumption model given
in [9], where the total energy consumption in a sensor node
consists of three parts: the communication consumption, data
processing consumption, and sensing consumption. Since the
energy used for data processing and sensing constitutes a very
small portion, only the communication energy consumption is
considered in this paper.

The duty cycle of the proposed sensor network is denoted
as T0. During each cycle, all the sensor nodes report their
measurements to the base station in turns. It costs Et for
sensor nodes to transmit the information and Er for the relay
nodes to receive the information. According to [23], Et =

Ptx(Ton−tx+Tst)+PoutTon−tx and Er = Prx(Ton−rx+Tst). Ptx/rx is
the power consumption of the transmitter/receiver; Pout is the
output transmit power; Ton−tx/rx is the transmit/receive time;
and Tst is the startup time of the transceiver. We assume the
proposed sensor network has a linear topology along the long
and narrow oil reservoir fracture. There are N sensor nodes in
the network. We use sequence number n to denote each node.
The sequence number of the sensor node who is the closest to
the dipole antenna is 1. The next one is 2, so on and so forth.
Then, the energy consumption in T0 for each sensor node can
be calculated by

Ecn = Et + (N − n)(Et + Er); (22)

Now the only unknown parameter in the energy model is
Ton−tx/rx, i.e. the transmit/receive time, which is determined
by 1). how much data needs to be transmitted/received and
2). how fast the data is transmitted/received. We assume the

length of the measurement data that needs to be reported is a
determined constant. Then, to complete the energy consump-
tion model of the oil reservoir sensor networks, we only need
to find out the data rate to report this data.

1) Uplink channel capacity: The upper bound of the data
rate to report the sensing data is determined by the channel
capacity of the uplink channel. It is shown in [24] that the
MI energy transfer requires a single frequency to maximize
the efficiency, while the MI communication needs a certain
bandwidth. Thus, there should be an maximum value for the
channel capacity. We have investigated the bandwidth and
channel capacity of the MI-based wireless sensor networks
with relay coils in [25]. In this paper, we further develop
the result to cover the unique MI channel in the fracture
environments in oil reservoirs. The 3-dB bandwidth in the
oil reservoir sensor network can be obtained by:

∣∣∣∣∣ ω2 M2

2(Rc+ jωL+ 1
jωC )2+ω2 M2

∣∣∣∣∣
ω2 M2

2R2
c+ω2 M2

=
1
2
, (23)

where L and C are the coil inductance and the resonance ca-
pacitor. According to [25], L � 1

2μ1πN2r, while C = 1
2π3 f 2

0 N2μ1r
,

where f0 is the resonant frequency. By solving (23), we can
obtain two frequencies: fU that is the upper cutoff frequency;
and fL that is the lower cutoff frequency. Then the bandwidth
of the uplink channel is:

B = fU − fL � Rc

μ1π2N2r
. (24)
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According to [26], the channel capacity can be calculated by:

CMI =

∫ fU

fL

log2

⎛⎜⎜⎜⎜⎜⎜⎜⎝1 + 2Ptπ
2 f 2 M2

Rc(Rc +
4π2 f 2 M2

Rc
)Nnoise

⎞⎟⎟⎟⎟⎟⎟⎟⎠ · d f . (25)

where Pt is the transmission power and Nnoise is the noise
power. Since the coils are loosely coupled to each other,
4π2 f 2 M2 is much smaller than Rc. Hence, 4π2 f 2 M2

Rc
is very

small and can be neglected. Then, the closed form of (25)
can be approximately obtained:

CMI � fU log2

⎛⎜⎜⎜⎜⎝1 + 2π2Pt M2 f 2
U

R2
c Nnoise

⎞⎟⎟⎟⎟⎠ − fL log2

⎛⎜⎜⎜⎜⎝1 + 2π2Pt M2 f 2
L

R2
c Nnoise

⎞⎟⎟⎟⎟⎠ .
(26)

2) Optimal μ1 to maximize uplink channel capacity: As
discussed previously, the effective permeability inside the
fracture, μ1, can be adjusted by changing the additive in the
high-μ proppants. In Section IV, we prove that higher μ1 has
no effect on the downlink channel but can significantly reduce
the path loss in the uplink channel. In this subsection, we
analyze the effect of μ1 on the uplink channel capacity. On
the one hand, (18) and (19) show that the high-μ environment
can reduce path loss in the uplink channel. On the other hand,
(24) shows that the high-μ environment can also reduce the
bandwidth of the channel. Therefore, there exists an optimal
value for μ in the fracture to maximize the uplink channel
capacity. Here we utilize the numerical method to identify the
optimal value.

We set the transmission power as -20 dBm. The measured
underground noise level is around -100 dBm in [27]. Due to
the high temperature and complicated components in the oil
reservoir, we set the noise power as -80 dBm. Since there is
no measured noise level in oil reservoir at this moment, we
use a higher noise. The distance between the transmitter and
receiver is 1 m. Other parameters are the same as previous
sections. Due to the random orientation of the tri-directional
coil, the mutual induction M is not a constant. We consider the
largest, smallest and average mutual induction. The results are
shown in Fig. 13. It indicates that the channel capacity reaches
its maximum value when μ is around 20μ0. It’s worth noting
that this result is a local optimized value that is subjected to
the transmission power, noise power, coil size, number of turns
,and transmission distance. The global optimal value can be
found by taking all the variables into account. However, it is
out of our scope in this paper.

According to Fig. 13, with the optimal μ1, the achievable
data rate can be higher than 8 kbps. Then the transmit/receive
time can be calculated based on the data length and the data
rate, which completes the energy consumption model for oil
reservoir sensor networks.

C. Self-Contained System Performance

So far, the energy transfer model and energy consumption
model are derived. In this subsection, we utilize the two energy
models to check whether the proposed oil reservoir sensor
network is self-contained or not, i.e. whether the sensors deep
inside oil reservoirs can utilize the energy transferred from
the dipole to wirelessly transmit sensing data back to the
base station. The system parameters are set as follows. As
suggested in [28], Ptx=31.5 mW, Prx=1.8 mW, and Tst=800
μs. Here we set Pout=-20 dBm. According to (23) and (25), the
bandwidth and channel capacity of the proposed system are
higher than 1.6 kHz and 8 Kbps, even in the worst case. We
set the length of the packet is 8 Bytes. Then Ton−tx/rx=8 ms.
Thus, the transmitting energy is Et=0.273 mJ and the receiving
energy is Er=15.8 μJ. The capacity Emax of the ultra capacitor
is 0.1 J and the energy conversion rate η is 90%. There are 40
sensor nodes deployed in the fracture and the interval between
two neighbors is 1 m. Noted that, for the downlink channel, we
use tri-directional coil antenna as receiver. The path loss here
we use is the maximum value which is almost the minimum
value for the uni-directional coil antenna as shown in Fig. 11.
We assume the charging time Tc is six hours. During each
cycle, all the sensor nodes are first charged and then report
their measurements back.

Fig. 14 shows the received energy in six hours and the
consumed energy by each sensor node. The sequence number
of the sensor node also indicates the distance between the
sensor node and the dipole antenna in meters. The result shows
that even the last sensor node that is farthest from the base
station can receive enough energy for scheduled operation. It
should be noted that although the last sensor node receives the
minimum energy, it only sends out one packet from itself and
does not relay packets. Meanwhile, although the first sensor
nodes need to relay the data from all the other sensors, it also
receives the maximum amount of energy that is more than
enough. Interestingly, the bottleneck of the proposed system
is neither the last nor the first sensor node, but the sensors
numbered 36, 37, and 38 in Fig. 14. These nodes receive
similar energy as the last node, but they need to relay the
packets from the sensor nodes behind them. Therefore, the
duty cycle should be long enough to allow enough charging
time so that those “bottleneck” nodes can receive enough
energy to work. We find that if the last sensor is closer to
the base station, the charing time can be significantly reduced.
For example, if we deploy the last sensor at the distance 35
m, the duty cycle can be reduced to 1.5 hours.

V. Conclusion

The real-time and in-situ oil reservoir monitoring system
requires a self-contained and micro-sized wireless sensor
network. However, due to the micro device size and the harsh
oil reservoir environments, existing wireless communication
and networking solutions do not work. In this paper, we
propose a MI-based wireless sensor network framework for
oil reservoir monitoring applications. We develop analytical
channel and energy models to characterize the downlink from
the wellbore base station to the millimeter-scale sensors deep
inside oil reservoirs and the multi-hop uplink from the sensors
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back to the base station. Moreover, we propose to utilize the
high-μ proppants and the tri-directional coil antenna that can
significantly enhance the system efficiency and reliability. The
theoretical models are validated by the Comsol Multiphysics-
based simulations. Based on the analytical models and simula-
tion results, we prove that: 1) the dipole can effectively transfer
energy to the micro sensor nodes that are at least 40 m inside
the fractures in oil reservoirs; 2) by utilizing the received
energy, the micro sensor nodes can use MI communication
mechanism transmit the sensing results back to the base station
through a multi-hop fashion. Hence, this paper proves the
feasibility of using wireless sensor networks to achieve the
in-situ and real-time monitoring deep inside oil reservoirs.

In the future, the proposed framework can be further im-
proved: 1) coverage extension: although this paper proves the
proposed sensor system can be self-contained if the deepest
sensor is within 40 m inside the oil reservoir, there is still sig-
nificant room to extend the coverage distance if the key system
parameters can be optimally determined, including the global
optimal effective permeability inside the fracture, the system
operating frequency for energy transfer and communication,
among others; and 2) energy efficient networking: since the
sensor nodes are densely deployed while their sensing results
are highly correlated, optimal sampling schedule throughout
the whole network can be designed to enable the sensor system
provide more accurate measurements, consume less energy,
and cover deeper sections inside the oil reservoir fractures.
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Appendix

Modeling the Arbitrary Orientation ofMI Coil

When deploying the wireless sensor nodes in oil reservoirs,
it is impossible to control the orientation of the coil antenna
on each sensor. Hence, the analysis on the effects of the coil
orientation is of great importance. In Section IV, more specif-
ically, (9), (12), and (18), the effects of the coil orientation
are captured by the dot product of a unit normal vector of the
targeted coil, i.e. “·n”. In this appendix, we present the strategy
on how to derive this normal vector of a unidirectional coil
with arbitrary orientation.

We assume the spherical coordination of the coil’s center
is C (d1, θ1, φ1). The orientation of the coil is (θ′, φ′), which
are defined in Fig. 3. To derive the normal vector n, we need

to find the spherical coordinations of two non-overlapping
points on the coil, since these two points together with the
coil center can determine coil’s the orientation. We denote
these two points as D and F, as shown in Fig. 15 and Fig. 16.
CD is the intersection of the coil and the x′y′ plane, while
CF is perpendicular to CD. It should be noted that the coil
and x′y′ plane have two intersections, we only consider the
one on the right hand side.

A. Spherical Coordination of D

In Fig. 15, ∠AOB is used to calculate the length of OB. AE
is parallel with the axis x and x′. It’s obvious that α = α1+α2.
Since φ1 = π/2,

α =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
π

2
+ φ′, when φ′ ∈ [0,

π

2
] ∪ (π,

3π
2

]

−π
2
+ φ′, when φ′ ∈ (

π

2
, π] ∪ (

3π
2
, π] .

(27)

By utilizing the law of cosines, we obtain:

d2 =

√
d2

1 + r2 − 2d1r sin θ1 cosα . (28)

Once we have d2, θ2 can be calculated by cos θ2 = d1 cos θ1/d2,
which is:

θ2 = cos−1 d1 cos θ1√
d2

1 + r2 − 2d1r sin θ1 cosα
. (29)

Finally, φ2 can be obtained by using φ1 and ∠AOB. Hence,

φ2 =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
π

2
− β, when φ′ ∈ [0,

π

2
] ∪ (π,

3π
2

]

π

2
+ β, when φ′ ∈ (

π

2
, π] ∪ (

3π
2
, π]
, (30)

where β = cos−1( d1 sin θ1−r cos α√
d2

1 sin2 θ1+r2−2d1r sin θ1 cosα
).

B. Spherical Coordination of F

As shown in Fig. 16, we choose the point F that is π/2
ahead of D. Then α = α1 + α2, or

α = |π − φ′| . (31)

Similarly as in calculating point D, we can find d3, θ3, and φ3,
which are:

d3 =

√
r2 + d2

1 + 2rd1 cos θ1 cos θ′ − 2d1r sin θ1 sin θ′ cosα ;
(32)

θ3 = cos−1 d1 cos θ1 + r cos θ′√
r2 + d2

1 + 2rd1 cos θ1 cos θ′ − 2d1r sin θ1 sin θ′ cosα
.

(33)
Since we only consider the right point of the intersections
between the coil and x′y′ plane, so point B is always on the
left side of x′ axis. So

φ3 =
π

2
+ β , (34)

where β = cos−1( d1 sin θ1−r sin θ′ cosα√
r2 sin2 θ′+d2

1 sin2 θ1−2d1r sin θ1 sin θ′ cosα
).
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C. Deriving the Normal Vector of a MI Coil with Arbitrary
Orientation

With the coordinations of three points on the plane of the
coil, i.e. C (d1, θ1, φ1), D (d2, θ2, φ2), F (d3, θ3, φ3), the
cartesian coordinations of the three points can be retrieved
from those spherical coordinations. After acquiring the carte-
sian coordinations, we can construct three vectors on the plane
of the coil and the normal vector n is perpendicular to all of
them. Then, the normal vector n of the coil that goes through
the center C can be analytically derived.
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